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Chapter 4 - Part A

Assessing and Understanding Performance
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• Measure,  Report, and Summarize
• What determines the performance of a computer 

– Is hardware performance the key?
– What is the role of software in performance?
– one tough job

• Make intelligent choices
• See through the marketing hype
• Questions:

Performance
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•Which of these airplanes has the best performance?

•In Speed?
•In Cruising Range?
•In Passenger Capacity?

Defining Performance

Airplane Passengers Range (mi) Speed  (mph)

Boeing 737-100 101 630 598
Boeing 747 470 4150 610
BAC/Sud Concorde 132 4000 1350
Douglas DC-8-50 146 8720 544
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• Response Time (latency, “execution time”)
The time between the start and completion of a task

— How long does it take for my job to run?
— How long does it take to execute a job?
— How long must I wait for the database query?

• Throughput
The total amount of work done in a given time.

— How many jobs can the machine run at once?
— What is the average execution rate?
— How much work is getting done?

• If we upgrade a machine with a new faster processor what do we 
increase?

• Response Time, Throughput, or both?

• If we add a new machine to the lab what do we increase?
• Response Time, Throughput, or both?

Computer Performance:  TIME, TIME, TIME
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• Elapsed Time (Wall-clock time, response time)
– counts everything  (disk and memory accesses, I/O , etc.)
– a useful number, but often not good for comparison 

purposes
• CPU (execution) time

– doesn't count I/O or time spent running other programs
– can be broken up into system CPU time, and user CPU 

time (difficult, though)
– User CPU time 

• time spent executing the lines of code that are "in" our program
– System CPU time

• time spent in the operating system performing tasks on be half of 
the program

Execution Time
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• For some program running on machine X, 

• "X is n times faster than Y"

• Example:
– machine A runs a program in 20 seconds
– machine B runs the same program in 25 seconds
– “A is 1.5 times faster than B”

Execution Time & Performance
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CPU Performance - clock

• Clock Cycle (“ticks”): 
– discrete time interval
– indicate when to start activities

• Clock Cycle Time
– time between ticks 
– Time of a cycle

• Clock Rate (frequency)
– Inverse of  clock cycle
– cycles per second  (1 Hz. = 1 cycle/sec)

A 4 Ghz. clock has a                                            
clock cycle time 

time

(ps) spicosecond 2501210
 9104

1  =×
×
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• Simple formula for CPU performance:

• Alternative formula:

• CPU performance comes from:

– reduced length of clock cycle

– reduced number of clock cycles required for a program

CPU Performance 

CPU execution time 
for a program =

CPU clock cycles for 
a program

× Clock Cycle time

CPU execution time 
for a program =

CPU clock cycles for a program

Clock Rate
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• Multiplication takes more time than addition

• Floating point operations take longer than integer ones

• Accessing memory takes more time than accessing 

registers

time

Different numbers of cycles for different instructions
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• Our favorite program runs in 10 seconds on computer A, which 
has a 4 GHz clock.  We are trying to help a computer designer 
build a new machine B, that will run this program in 6 seconds. 
The designer can use new (or perhaps more expensive) 
technology to substantially increase the clock rate, but has 
informed us that this increase will affect the rest of the CPU 
design, causing machine B to require 1.2 times as many clock 
cycles as machine A for the same program.   What clock rate 
should we tell the designer to target?"

Performance Improvement - Example
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• Execution time & number of instructions
– They are related

– Execution time depends of the number of instructions

– Each instruction requires different number of clock cycles

• CPI (Clock cycles per Instruction)
– “Average number of clock cycles each instruction takes to 

execute”

CPI – Clock Cycles per Instruction
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• Suppose we have two implementations
For some program,

Machine A has a clock cycle time of 250 ps and a CPI of 2.0 
Machine B has a clock cycle time of 500 ps and a CPI of 1.2 

What machine is faster for this program, and by how much?

CPI Example
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• CPI is not the same
– Memory system dependent
– Instruction type dependent
– Application dependent

CPI Example
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• A compiler designer is trying to decide between two 
code sequences for a particular machine.  Based on 
the hardware implementation, there are three 
different classes of instructions:  Class A, Class B, 
and Class C, and they require one, two, and three 
CPIs (respectively).  

The first code sequence has 5 instructions:   2 of A, 
1 of B, and 2 of C
The second sequence has 6 instructions:  4 of A, 1 
of B, and 1 of C.

Which sequence will be faster?  How much?
What is the CPI for each sequence?

CPI  Example for Code Segments
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Another Example surrounding CPI – p.253

• A given application in Java runs 15 seconds on a 
desktop processor.  A new Java complier is 
released that requires only 0.6 as many 
instructions as the old compiler.  Unfortunately it 
increases the CPI by 1.1.  How fast can we expect 
the application to run using this new compiler?
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• Ideal Condition of Performance Evaluation
– Same workload
– different computer systems
– Compare the execution time

• Alternative Approach
– Evaluation of computer systems using a set of benchmarks
– “Benchmark” 

• program specifically chosen to measure performance.
• forms a workload for the prediction of performance.
• The best benchmarks are real applications.

• Small benchmarks
– nice for architects and designers
– easy to standardize
– can be abused

Benchmarks
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Benchmark

• Different types of benchmarks for different classes and 
applications
– Desktop - CPU performance (SPEC CPU)
– Servers - CPU-oriented benchmark or Web-oriented benchmark

(SPEC Web)
– Embedded-Computing - (EEMBC)

• SPEC (System Performance Evaluation Corporation)
– companies have agreed on a set of real program and inputs
– valuable indicator of  performance (and compiler technology)

• EEMBC (EDN Embedded Microprocessor Benchmark 
Consortium)
– Variable Types of benchmark
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Benchmark Games

• An embarrassed Intel Corp. acknowledged Friday that a bug in a 
software program known as a compiler had led the company to 
overstate the speed of its microprocessor chips on an industry 
benchmark by 10 percent.  However, industry analysts said the 
coding error…was a sad commentary on a common industry 
practice of “cheating” on standardized performance tests…The 
error was pointed out to Intel two days ago by a competitor, 
Motorola …came in a test known as SPECint92…Intel 
acknowledged that it had “optimized” its compiler to improve its
test scores.  The company had also said that it did not like the
practice but felt to compelled to make the optimizations because
its competitors were doing the same thing…At the heart of Intel’s 
problem is the practice of “tuning” compiler programs to recognize 
certain computing problems in the test and then substituting 
special handwritten pieces of code…

Saturday, January 6, 1996 New York Times
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“Enhancement”?

• Compiler “enhancements” and performance
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SPEC
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SPEC CPU2006 - Benchmarks
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Metrics of Test
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Test Results
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SPEC 2000

Does doubling the clock rate double the performance?
Can a machine with a slower clock rate have better performance?

Clock rate in MHz
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clock
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Experiment

• Phone a major computer retailer and tell them you 
are having trouble deciding between two different 
computers, specifically you are confused about the 
processors strengths and weaknesses

(e.g., Pentium 4 at 2Ghz vs. Celeron M at 1.4 
Ghz )

• What kind of response are you likely to get?

• What kind of response could you give a friend with 
the same question?
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Comparing and Summarizing Performance
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Check yourself

• Which of the following statements is true?
a. A is faster than B for program 1
b. A I faster than B for program 2
c. A is faster than B for a workload with equal numbers of 

executions of program 1 and 2
d. A is faster than B a workload with twice as many 

executions of program 1 as of program 2.
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EEMBC
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EEMBC - digital entertainment benchmark
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Test Harness
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Consolidated Score
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Example Performance
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• “Laws of Variable Proportions”
– in a production system with fixed and variable inputs (say 

factory size and labor), beyond some point, each additional unit 
of variable input yields less and less additional output. 

• Illustration Example:
"Suppose a program runs in 100 seconds on a machine, with  

multiply responsible for 80 seconds of this time.   How much do we 
have to improve the speed of multiplication if we want the program 
to run 4 times faster?"

• Amdahl’s Law
– “the performance enhancement possible with a given 

improvement is limited by the amount that the improved feature 
is used”

“Law of Diminishing Returns”
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Amdahl’s Law Example

• Back to the example: "Suppose a program runs in 100 seconds on a 
machine, with  multiply responsible for 80 seconds of this time. How much do we 
have to improve the speed of multiplication if we want the program to run 4 times 
faster?"
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• Suppose we enhance a machine making all floating-point instructions 
run five times faster.  If the execution time of some benchmark 
before the floating-point enhancement is 10 seconds, what will the 
speedup be if half of the 10 seconds is spent executing floating-point 
instructions?

• We are looking for a benchmark to show off the new floating-point 
unit described above, and want the overall benchmark to show a 
speedup of 3.  One benchmark we are considering runs for 100 
seconds with the old floating-point hardware.  How much of the 
execution time would floating-point instructions have to account for 
in this program in order to yield our desired speedup on this 
benchmark?

Example
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Problem of using only subset to measure performance

• Problem of using only one of
– Clock rate
– Instruction count
– CPI

• Problem of using 2 of three factors
• Alternative to time

– MIPS (million instructions per second)

– Problems
• Instruction counts differ with different instruction sets
• MIPS varies between programs
• MIPS can vary inversely with performance.
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Example of MIPS problem (p.268)
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• Performance is specific to a particular program/s
– Total execution time is a consistent summary of performance

• For a given architecture performance increases come from:
– increases in clock rate (without adverse CPI affects)
– improvements in processor organization that lower CPI
– compiler enhancements that lower CPI and/or instruction count
– Algorithm/Language choices that affect instruction count

• Pitfall:  expecting improvement in one aspect of a machine’s 
performance to affect the total performance

Remember




