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Abstract

The development of drones first commenced when the Royal Air Force of the United Kingdom
required target practice for training their pilots. The previous method of towing gliders behind the aircraft
proved too ineffective in emulating the realistic situation pilots needed. In response to this, the De
Havilland DH.828 Queen Bee aircraft, which was a radio-controlled drone, was developed for a more
pragmatic aerial target practice. From its early uses in warfare, the modern drone has now expanded in its
uses such as videography, weather monitoring, personal use, and more.

The purpose of this report is to design and develop a drone that conforms to the guidelines of the
RTX Drone Challenge. For the RTX Challenge, there is a total of four challenges in addition to a bonus
challenge which in total comes out to be five challenges.

The first challenge requires the UAV to deliver water to opposing UGVs while stagnant within 10
minutes.

The second challenge requires the UAVs to search for the opposing UGVs while moving 12
seconds per yard to deliver a water blast and after doing so will land in its designated landing zone within
10 minutes.



The third challenge requires the UAV to autonomously search and tag the UGVs delivering water
blasts onto opposing UGVs while the UGV makes 90 degrees to left and right, and then returns to the
designated landing zone within 7 minutes.

The fourth challenge requires the UAV to identify the opposing UGVs delivering water blasts
while the UGVs are swapping routes within 5 minutes.



The Bonus challenge requires the UAVs to identify all opposing UGVs and deliver water blasts
while the UGVs are moving randomly. The UAV will be autonomous in all challenges and this will be
achieved by using Python and possibly Arduino.

From these requirements, we can determine what is required of our UAV which will particularly
require a camera and water jet to identify and deliver water to the correct UGVs. As a team, we are
looking forward to the outcome of our drone and its performance in this challenge.



Problem Statement

People need to access moving ground objects using an autonomous flying drone. We have come
to a few conclusive ideas that would allow the drone to make autonomous decisions in determining who is
an ally or an enemy on the ground level. Customers will use drones to perform tasks in dangerous
environments for military use in targeting enemies from afar. Our project will allow people to access
environments that could pose threats to them, allowing them to avoid injuries/harm.

Design Requirements

Design and Alternative Design



Description of Solution Design 1

The drone in the image above will have a flight LED/laser and a camera. The propellers will help
our drone fly up from the landing apparatus when in motion. From the air, the camera will help
detect which ground object is an ally or an enemy and will use the laser to single out the enemy
target. The battery and the Ultrasonic ToF, the Barometric sensor, and GPS will hidden away
underneath the drone to avoid unwanted outside elements. The Ultrasonic sensor will help the
drone detect other objects/ drones in the sky, the barometric sensor will help the drone determine
the altitude when in the air, and the GPS will help us track where the drone will be at all times. A
remote control will be used if the drone ever goes off-course or is unable to direct itself back to
the landing apparatus.
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Description of Solution Design 2

The modern drone is a marvel of advanced technology and combines several essential
components to achieve exceptional flight capabilities. Central to its design are four propellers
powered by electric motors, allowing agile flight. The battery powers the drone and charges it
efficiently. The Flight LED is equipped with a laser that harmlessly targets and tracks enemy
Unmanned Ground Vehicles (UGVs) as identified by the camera. The high-resolution camera
captures photos and videos and is crucial for detecting and tracking UGVs. The drone is equipped
with a stable landing gear for safe landing and protection. The onboard computer (PCB) processes
the data and coordinates the flight. Ultrasonic ToF and barometric pressure sensors ensure precise
altitude control. The GPS technology enables precise location tracking, while powerful electric
motors drive the propellers to generate thrust.

Sub Pros Cons

Sub- 1 ● Lightweight
● Easy use
● Protected camera and

laser
● Protected barrier for

other parts

● Weak stability in the
wind

● No ease of movement
for the camera or laser

Sub 2 ● Stable flight
● Accurate navigation
● Precise targeting

● Complexity
● Weight increase

Decision Matrix

Wt Design 1 Score
Agg
Score

Design 2 Score
Agg
Score

Functionality 5
Remote
control

2 10

- GPS
- ToF
- Propellers

Process

5 25

Connectivity 3 Bluetooth 2 6 Radio 4 12



Weight 2
Approx
4.2 lbs

5 10 Approx. 6 lbs 2 4

Power 4
Few devices
to power

5 20
More Power

needed
2 8

Convenience 1

- Landing
apparatus
- protective
frame

3 3
OIS, MEMS,
Landing

5 5

Total 49 54

Top Chosen
According to the design matrix, our team decided to follow design 2 as it is much more articulate

and has more materials that can be helpful for our drone competition.

Top Solution Description

The modern drone is a marvel of advanced technology and combines several essential
components to achieve exceptional flight capabilities. Central to its design are four propellers (106)
powered by electric motors (105), allowing agile flight. The battery powers the drone and charges it
efficiently. The Flight LED is equipped with a laser (108) that harmlessly targets and tracks enemy
Unmanned Ground Vehicles (UGVs) as identified by the camera (102). The high-resolution camera (102)
captures photos and videos and is crucial for detecting and tracking UGVs. The drone is equipped with
stable landing gear (107) for safe landing and protection. The onboard computer [PCB] (101) processes
the data and coordinates the flight. Ultrasonic ToF (108) and barometric pressure sensors ensure precise
altitude control. The GPS (103) technology enables precise location tracking, while powerful electric
motors (105) drive the propellers (106) to generate thrust.



Component-Level Blueprint







Provided Link to expense report
https://docs.google.com/spreadsheets/d/1iypLpu4U_Y-u0FJ-ekXIWA-rFStiEybE3t1-MWlk4
bA/edit#gid=1483315145

https://docs.google.com/spreadsheets/d/1iypLpu4U_Y-u0FJ-ekXIWA-rFStiEybE3t1-MWlk4bA/edit#gid=1483315145
https://docs.google.com/spreadsheets/d/1iypLpu4U_Y-u0FJ-ekXIWA-rFStiEybE3t1-MWlk4bA/edit#gid=1483315145


Agile Workflow

The UAV team had the original timeline split into three sprints, where in the first sprint we would acquire
the required materials. In the second sprint, we would be testing said materials and implementing the
necessary code. In the final sprint, we would implement the water payload system and test it on UGV
markers.
However due to some unforeseen circumstances, we were unable to get the materials, therefore we turned
our focus from hardware to software. Therefore, in the first sprint, we started with implementations
whereby we worked on Raspberry Pi, Ardupilot, and Ubuntu implementation – meaning we poured our
focus on understanding each application. In the second sprint, we worked on the Mission Planner which
would allow us to deliver commands to our UAV. It was during the second shift when we realized our
focus needed to shift so we turned to simulations. Our previous efforts were helpful in the simulation
process. On Oracle VM, we were able to simulate our UAV traveling on a field which we presented to all
on EECS day.

Project Implementation Process:

In preparation for the receipt of the necessary hardware, we began working on the software
functionality of our UAV, starting with the ArUco marker detection. The publicly available CV2 python
library was a crucial tool for detecting, decoding, and extracting several sizes and marker configurations
from camera data, similar to a barcode reader. Given that the UAV is intended to scan its surroundings as
it advances through the course and would need to execute the detection code in real-time, we used an
algorithm that captures photos from the live camera feed at regular intervals and attempts to extract
marker data.





Code snippets for ArUco marker detection

Next, we began setting up the ground computer for remote communication and control of the
UAV. The ground computer selected is the Ubuntu 18.04 mounted on a virtual machine. We found this
version of Ubuntu to be the most flexible operating system to work with and the most compatible with the
ArduPilot Mission Planner, a widely-used software tool for simulating, controlling, and monitoring the
operation of various kinds of electronic vehicles. The Mission Planner also works well with the Pixhawk
flight controller we intended to use, making it an easy choice. On the Raspberry Pi 3B serving as our
onboard computer, we installed a light version of Ubuntu (Ubuntu MATE) and set up a remote SSH
connection to the ground computer, allowing us to issue commands directly from the ground computer,
even during operation of the drone and even mid-flight.



Remote connection success

As introduced earlier, the ArduPilot Mission Planner was integral to the simulation aspect of our
project. We can manually input commands to control our virtual UAV in GUIDED mode or in AUTO
mode with precoded instructions. For illustrative purposes, we manually set waypoints for the vehicle to
follow.



Mission Planner Graphical Interface

Controlling the UAV in GUIDED mode from the Terminal



Manual control of the UAV:
We can set the destination waypoints, control takeoff and landing, and have access to many more
instructions from the terminal using simple commands. We also have access to a console for monitoring
the status of the UAV and important operational parameters.

1. Arming the propellers: The drone cannot take off if its components have not been initialized. To
arm, we input the instructions:

arm throttle
When successfully ARMED, the red “ARM” signal on the console should turn green.

2. Prepare for flight: To allow direct control of the vehicle through instructions, we set the mode to
GUIDED:

mode GUIDED
3. Ready for takeoff: Input the command to lift the drone off the ground and set the desired altitude:

takeoff 10
The vehicle will rise to the altitude of 10 meters and maintain it until the next instruction.

4. Fly to waypoint: On the map, right-click on the desired location and select “Fly to” and then input
the desired altitude.

5. Landing: There are two options for landing the UAV. Landing at the current waypoint we input:
mode LAND

RTL (Return to Launch) returns the drone to its point of launch (home symbol):
mode RTL

Either method causes the drone to slowly land and then disarm automatically.

Conclusion

This report has discussed the development of an Unmanned Aerial Vehicle (UAV) which
originally would have had the capabilities of following a defined path, detecting friendly and enemy
vehicles, and executing an action. The main objective of this project was to design and develop a UAV
with image detection, autonomous movement capabilities, and targeting and projectile systems. Rather
than that, we had undergone slight changes and were able to produce a working simulation of our UAV.
Throughout this entire phase, we encountered a few challenges in acquiring materials, understanding
software applications, and redirecting our original concept to procure a tangible end product. Albeit the
difficulties, we are grateful for the mentorship from Raytheon and the experience gained from this entire
project.




