Social Sphere Machine:
Document Classification OO

By: Jedidiah Agbenu, Nana-Akua Ofosu
Advisor: Dr. Charles Kim
4/20/2021



Problem Statement

* We need a systematic way to classify
documents and detect fake documents
reduces the amount/number of untruthful
articles circulating to the general public;
therefore, preventing misinformation from
misleading public opinion, increasing the
accuracy of determining whether a
document is fake or not, and increasing
the speed of identifying fake documents.



Requirements Items Descriptions

1. Product Windows 7 or Operating Systems that are compatibile with the
Specification (or later & Mac OS |latest versions of Python
Software Requirement (X (32/64 bit)
Specification) WinPython Python is a programming language that lets you work
3.6.1 32/64 more quickly and integrate your systems more
bit effectively.

At least 25 MB |A python download is typically at around 25 MB of
of free space |[space on a drive.

on computer
At least 1 GB |It takes at least 1 GB of RAM to effectively compil
of RAM (4 GB Python

recommended)

Design Requirements: Product l




Requirements Items Descriptions

2. Contraints Cost There is no cost.

Time Be completed and ready for teseting by ©5/10/2020

Environmental (The algorithm does not have any biases based off of
and Social religion, race, and or politics. The algorithm needs
Responsibility |to be adaptive to the different cultures in the
United States. We have a social responsbility to
classify and analyze data from diverse data sets of
documents.

Design Requirements: Constraints




Requirements Items Descriptions
3. Compliance to Standard / No regulations
regulations and Regulations
standards
Standard Must abide by python code of conduct
https://www.python.org/psf/conduct/
Patent Make sure not to do violate any copyright laws with
Intellectual other developer's code.
Property

Design Requirements: Compliance

to standards




WEE URL

SOENE FROM < Bawt lu-ur 1 l
= TROM SBAYL taveR—
rT—
= Abstract. o is & sl free ol
Mo (] AT et o sl s e
WORD FINDER 1 WORD FINDER 2
Y
WORD BANK

Final Solution Diagram

CLASSIFICATION




SPRINT 1

Piece: Document Analyzation

Week 1:Developed classes and
criteria to place documents in

Week2: Reviewed the Python
word counter

Went well: Graphed an
exponential line of best fit
based on documents word
counts

What was pivotal: It is
iImportant to remove the
articles and change the
equation



SPRINT 2

Piece: Graph

Week 1: Focus on the
classification variable

Week2:Work on the graph that
will be used for classifying
documents

Went well: Graphing with a
logarithmic line of best fit is
good

What was pivotal: Find more
classification variables
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Piece: Database

Week 1:Normalize the functions
created from the word count

(J Week2: Create the scatter plot

based off of the coefficient of the
word count formulas

Went well: Normalized our
logarithmic functions and
simplified of the direction of the
final product

What was pivotal: We decided
to take our project in a different
direction
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& DocumentClassifier

File Edit View Insert Runtime

+ Code + Text

d a single word and occurrence count
read-How

nttps://python-forus.i

aport requests
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rom bsd import BeautifulSoup
from google.colab nport files
uploaded = files.upload()

Choose Files | N file chosen Cancel upload

KeyboardInterrupt Traceback (most recel
thon-input -1-9104878e3c@b> in )
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10 from google.colab import files
» 11 uploaded = files.upload()

$ 2frames
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tance(reply, dict):

1 reply == _NOT_READY or not
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iF (reply.get('type’) == 'colab_reply’ and
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the web address -- make sure to sta

urle:

#the_word d to sea

© 45 completed at 1116 AM




Conclusion

HIGHLIGHTS & LOWLIGHTS

WE WERE ABLE TO FIND AN
ALTERNATE SOLUTION TO CLASSIFY
DOCUMENTS INDEPENDENT OF THE

SCATTER PLOT

THIS METHOD CANNOT BE USED
FOR MORE CATEGORIES YET, AS
WE WILL HAVE TO TRAIN OUR
MODEL TO RECOGNIZE WORDS
FROM OTHER DOCUMENT
CATEGORIES



Next Steps

[LJ§ Toinclude more categories
|~ Improve the word counter

&% Train the algorithm developed



Thank you! Any Questions?




